
Exploring Automatic Recognition of  
Labanotation Dance Scores  

Michelle de Böck 

Supervisor: V. de Boer 

Department of Sciences  

Master Information Sciences 

Vrije Universiteit Amsterdam 

 

27-05-2019 

Abstract 

Digitalization helps to archive and protect cultural heritage, including as dance, music and 

arts. However, there still is a limited amount of cultural preservation devoted to performing arts, 

more specifically to recording and capturing dance. Rudolf von Laban developed in 1920 a writ-

ten dance notation style called Labanotation, which makes use of symbols to record human move-

ments in a well-structured format. The problem with Labanotation is that its complex and difficult 

to understand. Therefore, we develop a new method that can read and interpret Labanotation 

image files. More specifically, we investigate developing an Optical Labanotation Recognition 

(OLR) Tool that is able to interpret the Labanotation files in MATLAB. For the sake of clarity, 

this research is divided into two separate parts, named Part I and Part II. Part I of the research 

focuses on recognizing individual Labanotation elements at a time on three different machine 

learning algorithms that are considered to be effective in finding the design features of an Optical 

Labanotation Recognition (OLR) Tool. Such a tool can assist choreographers in creating new 

dances, but also stimulate dancers in their creativity. The results of Part I show that deep learning 

techniques with AlexNet scores the highest accuracy. In Part II of this research we investigate a 

Multi-Laban detector, which is evaluated by two original handwritten Labanotation files, that 

serve as test cases. The results of Part II show that the accuracy is low when using an original 

handwritten Labanotation file, mostly due to challenges such as noise and blur that are present 

during the digitalization process. Based on these results, we conclude this study by proposing 

design features for an Optical Labanotation Recognition Tool.  



1 Introduction 

1.1  The problem: capturing dance on paper 

The process of archiving and protecting cultural heritage has seen a large transfor-

mation, due to the advent of new technologies in digitalization as well as digital recon-

struction (Tsirliganis et al., 2004). These transformations include the way information 

is being retrieved, stored and presented. Examples of cultural heritage are monuments, 

archaeological buildings or ancient works of art (Blake, 2000). Preserving cultural ob-

jects digitally is important for securing historical data, archiving purposes and making 

these cultural objects available at anytime from anywhere (Vilbrandt et al., 2004). Other 

examples of cultural heritage include performing arts, such as dance, music and theatre 

(Wikipedia contributors, 2018). Performing arts are present in all human cultures and 

can be invested more in regarding the digitalization of such cultural heritage. 

Especially in the area of dance, there is a limited amount of cultural preservation 

devoted to performing arts, more specifically to recording and capturing dance styles 

(El Raheb & Ioannidis, 2012). According to Johnson & Snyder (1999), a predominant 

reason of this limited amount of research devoted to dance lies historically within the 

problem of capturing the movement within the dances. Dance is usually captured with 

recording equipment, whereas capturing music notes, paintings or photographs are cap-

tured best in two dimensions and have commonly understood storage mechanisms to-

day. In this thesis, the problem of capturing and understanding dance in a two-dimen-

sional environment is being addressed by elaborating on the written dance language 

called Labanotation as explained further in Section 1.3. 

1.2  Different techniques to capture dance 

Dance can be captured and archived through one of the following capture methods: 

video recording, motion capture, and a written dance notation of which Labanotation is 

the most generally used notation format, for depicting body motion (Nakamura & 

Hachimura, 2006). Video recording can capture and record dance in three-dimensional 

animation. However, video recording alone cannot analyze the movements of the dance 

style and cannot be used for programming purposes, unless the movements are mod-

elled and expressed in mark-up languages (Chung et al., 2005).  

The second technique, which is motion capture, allows motion data to be created 

with physical movement and is commonly used in sports and entertainment (Noonan et 

al., 2009). The motion capture data is then mapped onto a three-dimensional model, 

performing the same movements as the actor or object does. However, this technique 

is relatively expensive, requires specialized labor, and moreover, is time-consuming 

(Chung et al., 2005).  

The last of the three techniques mentioned, Labanotation, is a written dance notation 

that first was introduced in 1920 by the architect, theorist, and choreographer named 

Rudolf von Laban (El Raheb & Ioannidis, 2012). Labanotation is a written language 

that uses symbols to record human movements in a well-structured format, with clear 

semantics to describe the domain of the dance movement (El Raheb & Ioannidis, 2012). 



Hat (2006) argued that Labanotation is flexible enough to represent any type of move-

ment. Labanotation has been widely used in America, Europe and in Asia (Tongpaen 

et al., 2017). This written language is used as a general body motion notation, and does 

not depend on a specific dance style (Nakamura & Hachimura, 2006). Figure 1 depicts 

the creator of Labanotation, where he is presenting his notation system. The notation is 

based on graphical representation, that is illustrated in Figure 2. Section 2 will elaborate 

further on the details of describing Labanotation symbols.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 1 The creator of Labanotation named  

Rudolf von Laban (Aventina, 1928) 

Figure 2. Symbols referring for parts of the body 

(Huster, 2007). 

1.3  Research Gap 

Labanotation is a written human movement language used for notating dance 

(Barbacci, 2002). This notation is a standard graphical representation that is available 

for recording dance movements and choreographies. In contrast to a musical notation, 

examples of Labanotation documents are not so prevalent and often not digitally avail-

able. According to the Dance Notation Library there are over 600 original Labanotation 

documents achieved, whereas there are over 97 million songs currently present (King, 

2011). The 600 original Labanotation documents presented in the Dance Notation Li-

brary cannot be download for free. The Labanotation documents that are free are in 

many cases a photocopied scan of paper documents and not directly machine-readable, 

in a sense that the symbols cannot be automatically recognized and be distinguished 

from one another.  

In this research we are going to address this problem by developing a method that is 

able to read existing as well as already computer-generated Labanotation dance docu-

ments. More specifically, we develop a new technique called Optical Labanotation 

Recognition (OLR) that is able to interpret and understand the Labanotation files auto-

matically in a software tool called MATLAB. The OLR technique that is utilized will 

recognize and classify the meaning of the scanned chorographical samples. This paper 

will not investigate how the OLR technique reads the Labanotation files and convert it 

into a 3D animation. The research in this paper will in fact investigate the gap of reading 

the scanned Labanotation automatically and classify the correct symbols with the help 



of a MATLAB script. Based on this research, the following research question can be 

answered:  

 

Research Question: What are the design features of an Optical Character Recogni-

tion program that can read scanned Labanotation documents? 

The scope of this research is focused on recognizing the most used Labanotation 

symbols. The design features will be determined based on the performance of the three 

machine learning algorithms executed in the software tool MATLAB (Section 4).  

 

According to de Boer et al. (2018), the major challenges lie in the fact that most 

choreographed dance routines are not usually stored in a retrievable form that could be 

used in a later stage in programmable algorithms. Dance movements are either stored 

in video recordings as mentioned previously or are simply retained in the memory of 

the choreographer. The absence of a valuable representation of dance movement and 

choreography in retrievable form has hindered the role of computers to simulate the 

innovative and creative processes in dance (de Boer et al., 2018). According to Calvert 

et al. (2005), the creation of traditional choreographies is rather cost intensive as well 

as time-consuming. Using accurate computer software could reduce the cost and time 

needed, allowing for the process to be a lot more efficient (de Boer et al., 2018). An-

other present challenge about denoting dance movement is the lack of creativity in mak-

ing new dance choreographies (Dyke, 2001). 

This paper contributes to the existing literature on Labanotation by developing a new 

technique called Optical Labanotation Recognition (OLR) that is able to interpret 

Labanotation scores. In the future, the OLR is able to create new options for choreog-

raphies or for more variety in the steps, addressing this creativity challenge that is pre-

sent. In conclusion, the atomization of interpreting Labanotation documents by com-

puter software can be considered as the first step towards creating a so-called dance-

generator.  

2 Background Labanotation 

2.1  Introduction of Labanotation 

Labanotation represents a number body parts in nine distinct columns, also called a 

staff (Sankhla et al., 2018). Figure 3 below shows the examples of the notation scores 

as follows: (a) each staff is a part of the body, for example the left leg is positioned on 

the column number two on the left side, same for the right side only for the right leg; 

(b) is the structure: the vertical axis refers to time. Each horizontal line represents a 

space that is similar to the bar lines in music notes, i.e. the music notes A, B. C; (c) the 

direction: each symbol shows the direction of the movement (Sankhla et al., 2018).  

Figure 4 below describes the level of the direction that is represented by a texture. 

The texture of the Labanotation symbol indicates the level of movement. Striped has a 

high level, which means up; with a dot in the center has a middle level, which means 

parallel to the floor; black has a low level, which means down (Barbacci, 2002). The 



duration of the movement is represented by its length. The shorter the symbol, the 

shorter the duration of the represented dance movement. The longer the symbol, the 

slower the dance movement is. To represent a movement of a specific body part, the 

Labanotation author would put the appropriate symbol on a column of the staff 

(Nakamura & Hachimura, 2006). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Explanation of Labanotation scores (Sankhla et al., 2018) 

  

 

                

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Direction of Labanotation scores  

 (Nakamura & Hachimura, 2006) 

Figure 5. Music notes (left side) with the  

corresponding Labanotation scores (right side) 

(Nakamura & Hachimura, 2006) 

 

Labanotation language is difficult to read and even more difficult to write as de-

scribed by El Raheb & Ioannidis (2012). For clarity, Figure 5 above illustrates on the 

left side the music notes and pm the right side the Labanotation symbols. Contrasting 

from most western languages which use horizonal notation, the notation for Labanota-

tion is vertical and reads from bottom to top. The directionality combined with a wide 

variety of symbols available within the notation results in notation which many people 

find enormously complex and difficult to understand (Baloh et al. 2015).        



2.2.  Software programs with Labanotation  

There exist graphical editors that are able to create Labanotation documents in a 

software program. The well-most known graphical Laban processing software are: 

LabanWriter, LabanDancer, LabanXML and LabanEditor, which we will describe be-

low.  

The first most used graphical editor called LabanWriter (Calvert et al., 2005), and 

provides the user with a blank canvas on where the user can create its own Labanotation 

using of various symbols. An advantage of LabanWriter is that the Labanotation score 

either can be printed, but also be exported as a 2D raster image in the following three 

formats: .png, .pict, or .jpeg. (Calvert et al., 2005). 

Another Laban processing software is LabanDancer. LabanDancer translate the writ-

ten Labanotation files into 3D human figure animations. This is a major advantage due 

to the fact that most choreographers and dancers do not have adequate knowledge in 

writing and/or reading written Labanotation language (Wilke et al., 2005).  

The next Labanotation software that we introduce is LabanXML, which is an XML 

styled representation of Labanotation developed by Nakamura & Hachimura (2006). 

The structure of LabanXML exists of a root element, also called the <laban> element. 

The <laban> element includes the following elements: <attribute> and <notation>. 

The <attribute> element includes <time> element. Furthermore, the <time> element 

includes a <beat> and a <beat-type> element. Appendix Section 10.1 illustrates a short 

code of LabanXML. 

LabanEditor has been developed by the Ritsumeikan University and is an interactive 

graphial editor for editing and writing Labanotation scores (Nakamura & Hachimura, 

2006). The benefit of LabanEditor is that the user has the possibility to edit dance 

movements and display the Labanotation score via an animation of human body models 

in 3D graphical notation (Hat, 2006; Nakamura, 2006). Research papers have stated 

that the LabanEditor can also read and write LabanXML, however, this software no 

longer available by it’s publisher (Baloh et al., 2015).  

Although it would be mostly valuable to use these editors in our research, 

LabanXML and LabanEditor no longer exist, and simply cannot be found on the Inter-

net anymore (Baloh et al., 2015). LabanWriter is only supported on MacOS and Laban-

Dancer is still available, but has no added value since our research does not focus in-

terpreting Labanotation documents into 3D human figure animations. Nevertheless, this 

research does not depend on these Labanotation software tools, since it instead will 

investigate a new developed method called Optical Labanotation Recognition (OLR), 

that will investigate on how to read and interpret scanned Labanotation files. The OLR 

technique is inspired by the Optical Character Recognition (OCR) method as described 

in Section 3.1. 

 



3 Related Literature 

3.1  Optical Recognition Techniques 

Optical Character Recognition (OCR) is a technique that is able to classify optical 

patterns that correspond to individual letters, numbers or other characters, either single 

letters or multiple combined in a word or sentence (Hansen, 2002). The OCR process 

exists of several steps: segmentation, feature extraction, and classification. OCR has 

developed into one of the most successful applications of pattern recognition (Tiwari 

et al., 2013). The benefit of OCR is that it relates a symbolic identity with that of the 

image of a character (Tiwari et al., 2013).  

Optical Character Recognition technology can be implemented into MATLAB. 

MATLAB is a programming software environment designed specifically for scientists 

and engineers and uses computational mathematics (MathWorks, 2019b). Using OCR 

in MATLAB provides, for instance, results in the field of word detection and recogni-

tion of natural images (Wang et al., 2011). Wang et al. (2011) created a baseline for 

using OCR techniques for end-to-end word recognition for real-life use cases within 

MATLAB. Furthermore, another study conducted by Aher & Kapale (2017) investi-

gated an automatic number plate recognition system for vehicles using OCR technology 

in MATLAB (Aher & Kapale, 2017). 

Besides OCR, there is also the possibility to classify music notes using a method 

called Optical Music Recognition (OMR) (Rebelo et al., 2010; Rebelo et al., 2012). 

However, the challenge Rebelo et al. (2010) faced was recognizing handwritten music 

recognition and solving it by transforming the paper-based music manuscripts into a 

machine-editable symbolic format, that it can be used with the OMR algorithm. Rebelo 

et al., (2012) described the following advantages of using an OMR system: (1) 

automated transformation of paper-based music manustripts into machine-readable 

format, thus saving time, (2) implementing translations such as Braille notations, and 

(3) preservation of cultural heritage. Given all these points, in this thesis we use a 

derivative OCR method, but with the goal to recognize Labanotation symbols in a 

scanned document (Section 4). 

3.2  Other classification problems in MATLAB 

Netzer et al. (2011) addresses the problem of recognizing digits using unsupervised 

feature learning methods. They developed an application that can read house numbers 

from photos of the street. Interesting in their research was that the performance in-

creased rapidly for all the executed methods, when they increased the training examples 

up to 100.000 (Netzer et al., 2011). Another classification problem in Object Detection 

is to detect humans in images (Dalal & Triggs, 2005). Dalal & Triggs (2005) addressed 

the object detection problem by normalized Histogram of Oriented Gradient (HOG) 

method.  

The study of Dodge & Karam (2016) argued the importance of have sufficient data 

quality as input for machine learning purposes. Despite having images that are resilient 



to compression artifacts and contrast, they concluded that all neural networks are sus-

ceptible to blur and noise. This an interesting finding because it implies that the reduced 

performance under blur and noise is common to the considered Neural Network classi-

fication models (Dodge & Karam, 2016).  

In our research paper we face challenges such as having a low number of training 

samples and will be elaborated on more in Section 4.2. 

3.3 Pretrained Neural Networks 

 One of the common approaches for image classification is to train a classifier model 

from scratch. Unfortunately, designing a classifier from scratch is only recommended 

when the training data consists of 1000s to millions of labeled images (MathWorks, 

2019). When having small datasets there is a high risk of overfitting. Another downside 

of training a classifier model from scratch is that it requires intensive computation and 

lots of time to train.  

A solid solution to deal with the intensive computation time and training time, is to 

use pretrained neural networks. Pretrained neural networks are already trained on over 

more than a million images from the ImageNet database (ImageNet, 2019), and are able 

to classify images into 1000 object categories, such as: animals, keyboards and pencils. 

Using pretrained neural networks reduces training time and are easy to use. There are 

a number of pretrained neural networks available: AlexNet, which has a neural network 

of eight layers deep (Krizhevsky et al., 2012, Russakovsky et al., 2015); GoogleNet, 

which has a neural network of 22 layers deep (Szegedy et al., 2014); and ResNet-50 

has a neural network of 50 layers deep (He et al., 2015). Rio et al., (2018) stated that 

ResNets are often the best feature extractors in image classification, because they do 

not depend of their ImageNet database accuracies. In our research of Part I, we used 

the pretrained neural network AlexNet in two machine learning algorithms, since it 

reduces training time.  

4 Method 

4.1 Engineering Study 

To investigate the design features of an Optical Labanotation Recognition Tool, we 

perform an engineering study, using iterative design, to investigate individual Laban 

symbols first. In Part I of the research, we investigate three different machine learning 

algorithms in order to identify individual Laban symbols. When the engineering stage 

of Part I is completed, we continue to the evaluation stage, where we test and evaluate 

the algorithms based on their accuracy, recall and precision. The aim of this research in 

Part I is to provide conceptual design features of the Optical Labanotation Recognition 

Tool. All algorithms were developed in MATLAB.  



4.2 Prerequisite: creation of Image Database 

In order to use machine learning algorithms for categorizing individual Laban sym-

bols, first we need a Labanotation dataset that could tell us what each individual Laban 

symbol means. As no pre-labeled dataset of Laban symbols is available, our first step 

is to create such dataset for machine learning purposes. This dataset is used both in Part 

I and Part II of this research. Having a pre-labeled dataset would dramatically reduce 

the time needed for creating a dataset, resulting in increased training time allowance of 

each algorithm, meaning the algorithms could become more sophisticated.  

Sufficient quality of the self-created Laban database is essential, as the quality of the 

algorithms solely depends on the data input quality in machine learning algorithms 

(Dodge & Karam, 2016). Therefore, the best suitable approach for creating an image 

database, is to label each independent Laban symbol manually, attributing them to their 

respective category. The advantages of doing so, makes that all categories will have the 

same number of images, so that there are no unbalanced weighted categories. In the 

case of an unbalanced dataset, the classification model becomes more biased towards 

the majority class category, as it has a larger influence on the final classification out-

come and the model becomes less valuable (Maheswari, 2018).  

The Laban image dataset is created in a graphical editor called LabaNotator and 

are stored in a .jpg file format. LabaNotator is a software tool which enables the pos-

sibility to edit existing Labanotation files and also has support for adding new Laban 

symbols. On top of that, the availability of existing pre-defined symbol libraries helps 

in writing and editing these Laban files (Bezjak, 2014). The Laban image dataset is 

used as input for all three machine learning algorithms and is illustrated below in Ta-

ble 1. For research purposes and more details, anyone can download the dataset from 

GitHub at: https://github.com/michelledebock/Labanotation. 

 

Table 1. Accuracy obtained from the algorithms to identify Laban symbols (Bezjak, 2014.) 

ID Category N =1 N=2 N=3 N=4 N=5  N=20 Description 

L1 Left Forward 

 
 

 

 
  

Left Forward High 

L2 Left Forward 

   
  

  

Left Forward Low 

L3 Left Forward 

  
 

 
  

Left Forward Normal 

L4 Place 

   
 

 

  

Place High 

https://github.com/michelledebock/Labanotation


L5 Place 

 

 
 

 

 

 

Place Low 

L6 Place 

     
  

Place Normal 

L7 Right Forward 

    
  

 

Right Forward High 

L8 Right Forward 

     
 

 

Right Forward Low 

L9 Right Forward 

   
   

 

Right Forward Normal 

L10 Direction Left 

 
 

  
  

Direction Left High 

L11 Direction Left 

      

Direction Left Normal 

L12 Direction Left 

 
     

Direction Left Low 

4.3 Training set and Test set 

Table 3 represents a subset of the total Labanotation image database, which consists 

of four categories namely: ‘Left Forward’, ‘Right Forward’, ‘Place’, and ‘Left Direc-

tion’. The four aforementioned symbols are the most elemental steps when initiating a 

Labanotation document (Fügedi, 2006). Every category in its turn has three distinct 

symbols, each with a different padding, (either black, striped or dot in center). The total 

Labanotation image database consists of 60 images per category, thus a total of 240 

images being the entire Laban image dataset.  

For machine learning purposes, and for each class, we randomly split the available 

image dataset into a 70% training set and a 30% test set. This is particularly important, 

due to the fact that the algorithm is learnt on the training set and hereafter the classifier 

is validated on the test set. This is to prevent the problem of ‘overfitting’, that would 

otherwise occur. The algorithm learns on the whole data set, and tests itself on the same 

dataset continuously, and therefore is not able to detect any Laban symbols anymore 

(Hariharan, 2018). 



4.4 Engineering Stage 

Part I of this research is about investigating individual Laban symbols and classify  

them according to three distinct machine learning algorithms: (1) Object Recognition 

using machine learning algorithms (Csurka et al., 2004), (2) Object Recognition with 

Transfer Learning (Krizhevsky et al., 2012), (3) Object Recognition with Feature Ex-

traction Using AlexNet. These three algorithms are used for classifying images or ob-

jects, but never used for classifying Labanotation symbols. Hence, we aim on using 

the algorithms as a basis from where we construct our own algorithms, derived from 

them, which are best suitable for classifying Laban symbols. 

The main goal of the engineering stage is to train the Optical Laban Recognition 

Tool in such a way that it can predict the appropriate category of a not before seen La-

ban symbol. In the following sections, the functionality for each algorithm is ex-

plained in means of pseudocode, supported by a detailed description. Providing the 

pseudocode version of each algorithm helps people to understand the step -by-step ac-

tions that must be taken (Pogue, 2019). For research purposes and more details, any-

one can download the algorithms from GitHub at: 

https://github.com/michelledebock/Labanotation. 

4.4.1 Object Recognition with Ensemble Bagged Trees Classification 

Figure 6 below represents the pseudocode of this algorithm which is described as 

follows: 

1. The function Visual Bag of Words is used to extract features from these Laban sym-

bol images. Visual Bag of Words represents each Laban symbol image in words and 

counts the occurrence of these ‘visual words’. To represent this in a visualization, the 

function then generates a histogram. Based on the word frequencies of the histogram, 

the images can each be classified. In addition, the function Visual Bag of Feature uses 

k-means clustering. K-means clustering groups the descriptors into k mutually exclu-

sive clusters. The resulting clusters are separated by similar characteristics, where each 

cluster center represents a visual word. 

2. The extracted features from the function are then added into the machine learning 

model. In MATLAB, the Classification Learner Application is a standard built-in ap-

plication that is used to run a variety of machine learning algorithms. The Classification 

Learner performs automated data training and investigates the best suitable classifica-

tion model for our Labanotation dataset. In our case, the Ensemble Bagged Tree model 

had the highest accuracy of 81%. This major advantage of the Classification Learner 

Application leads towards reduced searching time for finding the right classification 

model.  

3. The Ensemble Bagged Tree classification algorithm trained the classifier on the train-

ing set. Section 4.5 describes the evaluation stage of this algorithm. 

 

https://github.com/michelledebock/Labanotation


 

 

 

 

 

 

 

 

 

 

4.4.2 Object Recognition with Transfer Learning  

The second algorithm Transfer Learning uses a deep learning approach. With Trans-

fer Learning, we select a pretrained network and use it as a starting point to learn a new 

task, which in our case would be predicting Laban symbol images. The pretrained net-

work that is used, is called AlexNet. AlexNet has already been trained on more than a 

million images and is able to identify and classify images into over a thousand distinct 

object categories, such as pencils, keyboards, and many animals (Shelhamer, 2017). 

The main advantage of using the Transfer Learning algorithm, is the ability to train a 

classifier model using relatively few labeled data, in combination with a pretrained net-

work called AlexNet. The pretrained AlexNet network saves time in the training cycle 

and also significantly reduces computer resources needed. 

 

Figure 7 below represents the pseudocode of this algorithm which is described as 

follows: 

1. Load AlexNet and insert the database of Labanotation images. After splitting the 

database into the training set and test set, the structure of the AlexNet is analyzed. 

2. AlexNet is designed to classify 1000 objects, however, now we need to classify 

Labanotation symbol images. The first step is to replace the last three layers of the pre-

trained network with a set of layers that is able to classify the corresponding categories 

of Labanotation symbols. In order to classify four categories, we have to add one addi-

tional layer to the network. 

3. Furthermore, making small adjustments in choosing the weight for the InitialLearn-

ingRate. We have to adjust the learning rates for the new layer we added, so that they 

change faster than the rest of the network. This way earlier layers do not change that 

much, and we quickly learn the weights of the newer layer.  

Input = database Labanotation symbol images 

Split database: 70% training set; 30% test set 

 

For every Labanotation image:    1 

Extract Visual Bag of Words 

Count Visual Words 

Display histogram Visual Words and occurrence 

                                         2 

Open Classification Learner Application      

Run all machine learning algorithms 

Find highest accuracy 

Display best suitable machine  

learning algorithm for training set 

 

Train training set             3 

Use new extracted features 

End 

 

Test accuracy on test set       

Predict Outcome 

Print percentage accuracy 

Display Confusion Matrix 

Figure 6. Pseudocode of Object Recognition 



4. Train the network on the training set. AlexNet takes a random Laban symbol image 

as a starting point and outputs a label for this Laban symbol image, together with the 

probabilities for each of the possible object categories. Eventually, test the accuracy of 

the trained classifier of the test set, as described in Section 4.5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.4.3 Deep Learning as a feature extraction 

The third algorithm, Feature Extraction using AlexNet, extracts image features from a 

pretrained Neural Network, as the same procedure as the Section above. Those same 

features are then used to train the Laban symbol image classifier. Figure 8 represents 

the pseudocode of this algorithm which is described as follows: 

1. After loading AlexNet, the database of Labanotation symbols is inserted. After split-

ting the database into the training set and test set, the structure of the AlexNet is ana-

lyzed. 

2. The first layer of the network has learned to filter blob and edge features. These 

features are then processed by deeper network layers, which combine the early fea-

tures to form higher level image features. These higher-level features are better suited 

for recognition tasks because they combine all the primitive features into a richer im-

age representation.  

 

Load AlexNet 

Input = database Labanotation symbol images 

Split database in 70% training set and 30% 

test set                   1 

 

Analyze structure of AlexNet 

 

Replace last 3 layers:    2 

Layers = net Layers(1 till end -3); 

Add one additional layer  

 

Modify Learning Rate   3  

Choose weights: Initial Learning Rate 

Adjust new added layer 

 

Train AlexNet on training set    4 

Print possibilities of each category 

 

Test classifier on test set 

Predict outcome 

Print percentage accuracy 

Display Confusion Matrix 

Figure 7. Pseudocode for Transfer Learning 



3. By using the activations method, you can extract features from one of the deeper 

layers. The layer we want to extract is named 'fc7', and we use the training features of 

that layer.  

 

4. The function fitcecoc is an error-correcting output codes (ECOC) classifier for 

multiclass learning, where the classifier consists of multiple binary learners such as 

support vector machines (SVMs). The function fitcecoc stores the training data and 

the parameter values. As a result of fitcecoc, the deep learning network picks a ran-

dom image as an input and outputs a label for the object in the image, together with 

the probabilities for each of the object categories. Finally, test the trained classifier 

with the test set, using the trained SVM model, as further described in Section 4.5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

4.5  Evaluation stage 

Now we evaluate the results of the three algorithms of Part I that were applied to the 

test set of the Laban database images. We performed a k-fold cross-validation. K refers 

to the number of groups that a given data sample is to be split into (Brownlee, 2018). 

According to James et al. (2017), setting k = 10 is commonly used in k-fold cross-

validation, since the lower k is, the more biased. On the contrary, the higher k, the 

Load AlexNet           1 

Input = database Labanotation symbol images 

Split database in 70% training set and 30% test set  

 

Filter first layer:    2 

Blob 

Edges features 

Combine with higher level features 

End 

 

Activation extract fc7     3 

Choose training features 

 

Extract Neural Network Features    4 

Train with SVM Classifier 

fitcecoc 

Print possibilities of each category 

 

Test classifier on test set 

Predict outcome 

Print percentage accuracy 

Display Confusion Matrix 

Figure 8. Pseudocode for Deep Learning as feature extraction  



higher the variability. Thus, each algorithm has been executed ten times and the results 

are represented in the Table 2 below.  

 
Table 2. Accuracy in percentage obtained from the algorithms to identify Laban symbols 

 Object Recognition with 
Machine Learning 

Transfer Learning      
using AlexNet 

Feature Extraction       
using AlexNet 

1e run 62%  67%  77%  

2e run 25% 72%  79%  

3e run 20% 63%  72%  

4e run 32% 61%  83%  

5e run 30% 74%  82%  

6e run 27% 69%  84%  

7e run 30% 72%  75%  

8e run 33% 54%  79%  

9e run 29% 67%  78%  

10e run 18% 72%  75%  

Average % 30.6% 67.1% 78.4% 

We calculated the average of each algorithm. The feature extraction using AlexNet 

algorithm has the highest accuracy with a value of 78.4%.  

 

Each machine learning algorithm is more in-depth evaluated by using two important 

evaluation metrics: recall and precision. While recall refers to the percentage of the 

total relevant results that are correctly classified by our algorithm; precision refers to 

the percentage of our results which are actually relevant.  

We calculated of each algorithm the precision and recall from the confusion matrix, 

based on the highest accuracy of Table 2. The results are depicted below in Table 3. 

 

Table 3. Recall and precision of all three algorithms 

 #1 Algorithm #2 Algorithm #3 Algorithm 

Category Recall Precision Recall Precision Recall Precision 

Direction Left 0.23 0.20 1 0.94 1 1 

Left Forward 0.45 1 0.46 0.67 0.67 0.67 

Place 0.21 0.20 0.81 0.72 0.91 0.73 

Right Forward 0 0 0.62 0.44 0.64 0.76 

 

Remarkably, in the first algorithm, the recall and precision score are both zero for 

the class Right Forward. Next to that, based on the second and third algorithm, the 

highest recall and precision lies in the category Direction Left. The lowest precision 

and recall scores lie in the categories Left Forward and Right Forward. Interestingly, 

two categories Right Forward and Left Forward are almost identical, besides the fact 

that they are both reversed relative to each other, could influence the rest.  

In the first algorithm, most errors were made in predicting the category Place, but 

the correct category was Direction Left. In the second algorithm, most misclassifying 

cases were in the category Right Forward for the category Left Forward. In the third 

algorithm, most errors were also made in predicting category Right Forward were it 



supposed to be Left Forward. In conclusion, as shown in Table 3, indicates that the 

third algorithm shows the highest scores for all the four categories. 

5 Results 

5.1 #1 Algorithm: Object Recognition with Machine Learning 

An interesting finding is found in the parameter ‘VocabularySize’, which means the 

number of visual words, and also in the parameter ‘StrongestFeatures’, which means 

the number of strongest features that can be extracted. Normally, increasing both pa-

rameters would increase the accuracy, but now both parameters have a maximum value 

of twenty. In the case of our dataset, Laban symbol images, it is relatively complex to 

identify ‘visual words’ and afterwards classifying them to their corresponding label. 

The lack of creating adequate enough words to distinguish between Laban symbols, has 

subsequently led to the lowest accuracy score.  

5.2 #2 Algorithm: Object Recognition with Transfer Learning 

Using Transfer Learning, you have the opportunity to produce small adjustments in 

the algorithm by changing the training options. The first training option is the ‘Initial-

LearningRate’, which means how fast the transferred layers can learn. After trail-and-

error, the best suitable setting to train the classifier is to set the initial learning rate to a 

small value of 0.001. The reason for doing so, is to slow down the learning process in 

the transferred layers, in such a way that the classifier will be trained longer. On the 

other hand, an increased learning rate is desired for the fully connected layers, in order 

to increase the learning speed in the new final layers at the final stage. Another training 

option is ‘AddingLayers’, it provides the ability to add or remove layers in order to 

classify new Laban images. The best suitable setting for this training option, is by add-

ing two additional layers. An interesting finding worth noting is the fact that Algorithm 

2 has a more than double increase in accuracy. This is attributed to the fact that the 

second algorithm makes use of the pretrained network, AlexNet. AlexNet has already 

been trained on more than a million images and is able to identify and classify images 

into over a thousand distinct object categories. 

5.3 #3 Algorithm: Object Recognition with Feature Extraction 

The third algorithm consists of Feature Extraction and also AlexNet. One of the main 

advantages is that AlexNet greatly reduces training time and also is rather straightfor-

ward to use. Unfortunately, the algorithm is a semi black-box solution, which makes it 

difficult to understand the code in detail. On top of that, makes it also harder to custom-

ize or optimize the algorithm. However, as stated in Table 1, this algorithm has the 

highest accuracy score out of all. One of the reasons for this, is that it is faster and 

requires less effort than Transfer Learning. In Transfer Learning you have to fine-tune 

the network before it can be used. 



6 Part II: Recognizing Multiple Labanotation Symbols 

In Part II of the research, we investigate a fourth algorithm that is capable of detect-

ing multiple Labanotation symbols in a whole Labanotation Document. Part II is dif-

ferent than in Part I, with regard to two aspects: (1) Part II uses three evaluation files: 

one being a handwritten Labanotation document, and two evaluation files being com-

puter-generated; (2) Part II does not use a machine learning algorithm. This fourth al-

gorithm can only detect the Labanotation symbols that were implemented in the 

Labanotation database (Table 1) and cannot recognize other existing Labanotation sym-

bols. 

6.1 Engineering Stage 

Prior to the development of the fourth algorithm, we insert the same Labanotation da-

tabase image files that were used in the Research Part I in Section 4.3 (Table 1). The 

Labanotation database image files consists of 240 images. Figure 8 below represents 

the pseudocode of this algorithm which is described as follows: 

1. In the engineering stage the function SURFFeatures is used to detect unique points 

in each image. The function SURFFeatures will also detect unique points in the 

original Labanotation document (evaluation file). The function StrongestFeatures 

makes sure it keeps in mind the strongest unique points of each image. Bay et al. 

(2008) stated that using SURFFeatures method was the best option to detect Object 

in images in MATLAB.  

2. Based on the matched unique points in the Labanotation symbol images (input) 

and Evaluation Labanotation documents (output) the corresponding Laban sym-

bols are being detected with a color box around it. Eventually, the algorithm prints 

whether is has found a match or not. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



6.2 Evaluation Stage 

After the engineering stage, we again continue to the evaluation stage, where we test 

the accuracy of the fourth algorithm, based on three Labanotation documents. The first 

self-created Labanotation document in LabaNotator, which is a tool that created com-

puter-generated Labanotation files.  

The second Labanotation document is also computer-generated file, but copied from 

a published paper (Wilke et al., 2005). This Labanotation file is more complex, consist-

ing of more Laban symbols and has also unknown symbols 

The third Labanotation document is a handwritten document, to test whether it also 

recognize something. The handwritten Labanotation document is published in the paper 

including the description (Gainer, 1970). For clarification, Table 4 below depicted the 

three evaluation files. 

 

Table 4. Evaluation files of the fourth algorithm. First and second file are  

computer-generated, the third file is handwritten. 

LabanID Evaluation file Description Answer  

L13 

 

{Place} 

{Place} 

{Place} 

{Direction Left} 

{Unknown} 

{Place} 

{Unknown} 

{Direction Left} 

{Unknown} 

{Place} 

{Direction Left} 

 

Total of 11 symbols, 

where 3 are unknown. 

They do not exist in the 

Labanotation database 

(Table 1). 

Thus, in total 8 symbols, 

which 2 are correct.  

 

50% accurate  



L14 

 

{Left Forward} 

{Right Forward} 

{Left Forward} 

{Right Forward} 

{Left Forward} 

{Right Forward} 

{Direction Left} 

{Direction Left} 

{Left Forward} 

{Right Forward} 

{Right Forward} 

{Place} 

{Right Forward} 

{Place} 

{Left Forward} 

{Direction Left} 

{Direction Left} 

{Right Forward} 

{Unknown} 

{Place} 

{Place} 

{Place} 

{Place} 

Total of 23 symbols, 

where 1 is unknown. 

This one does not exist 

in the Labanotation data-

base (Table 1). 

Thus, in total 22 sym-

bols, which 1 are correct.  

 

4,5% accurate 

 



L15 

 

{Place} 

{Left Forward} 

{Right Forward} 

{Place} 

{Unknown} 

{Place} 

{Right Forward} 

{Place} 

{Left Forward} 

{Right Forward} 

{Direction Left} 

{Direction Left} 

{Direction Left} 

{Place} 

{Place} 

{Left Forward} 

{Place} 

{Right Forward} 

{Direction Right} 

{Direction Right} 

{Direction Right} 

{Place} 

 

Total of 22 symbols, 

where 1 is unknown. 

This one does not exist 

in the Labanotation data-

base (Table 1). 

Thus, in total 21 sym-

bols, which 0 are correct.  

 

0% accurate 

 

 

The accuracy is calculated based on the correctly detected Laban symbols, divided 

by the total number of present Laban symbols as depicted in Table 5.  

 

Table 5. Accuracies on the multiple symbol detector algorithm 

 Algorithm: Average Accuracy (%): 

Self-created computer-generated 

 in LabaNotator 

Evaluation file #1 50 % 

Computer-generated Original Published Evaluation file #2 4,5 % 

Handwritten Original Published Evaluation file #3  0 % 



6.2 Results 

 As shown in Table 5 above, the highest accuracy is shown in the first evaluation file 

(L13). The first evaluation file is self-created, but still computer-generated in LabaNo-

tator. As depicted in Table 4, L13 had two matches namely the category Place and the 

category Direction Left. Interestingly, the first match is on the first symbol of L13 and 

the second match is on the last symbol of L13. Both matches have the advantage of 

having fewer neighbors of other Labanotation symbols.  

The second highest accuracy comes from the computer-generated original published 

file with 10%. As shown in Table 4, L14 had only one match namely the category Left 

Forward. The advantage of this match is that this Labanotation symbol stands alone 

and does not make any contact with other Labanotation symbols.  

The lowest accuracy score is the handwritten original published file of 0%. The L15 

evaluation file is negatively affected by unknown Labanotation symbols. For clarifica-

tion, the unknown Labanotation symbols are depicted in Figure 10 below, these are 

snapshots of the L15. As result of these unknown Labanotation symbols it further limits 

the ability to draw a box around the actual Laban symbol. This combination of findings 

provides some support for the conceptual premise that avoiding unknown Labanotation 

symbols must be considered into a further study.  

A reason why there is such a low score is the limited Labanotation database image 

files. Meaning, that the evaluation file consists Laban symbols that have not been seen 

before by our algorithm, and therefore cannot be classified. Consequently, the algo-

rithm is only able to detect the inserted Labanotation symbols, not other created 

Labanotation symbols.  

Interestingly, is to see how our fourth algorithm actually deals with real cases. The 

added value of this research will not only contribute to detecting multi-Laban symbols, 

but also to a broader aspect in dealing with similar symbol recognition cases, such as 

Chinese characters. 

 

 

 
 

 

 
 

 

 

 

Figure 10. Unkown Labanotation files. 

 

7 Design Features for Optical Laban Recognition (OLR) Tool 

Returning to the Research Question posed at the beginning of this study, the most 

important design feature is creating a larger and more diverse Laban image database. 

Now only four categories are in there, but there are at least more than a thousand 

Labanotation symbols. The quality of the image database affects not only the accuracy 

of each algorithm, but more importantly also the precision as well as the recall. Now, 



the categories Left Forward and Right Forward are too similar and therefore must be 

rendered with a higher pixel resolution, in order to increase image quality.  

  Other criteria for selecting the design features are as follows: (1) all input files must 

have the format of .JPG or .PNG; (2) the output provides the corresponding Laban 

symbol category with the respective accuracy percentage; (3) By the virtue of the re-

search conducted in Part I, we can establish the usefulness of a pretrained neural net-

work feature. Therefore, we could suggest the use of a more advanced pretrained neural 

network, namely: ResNet-50. ResNet-50 is a neural network of fifty layers deep, 

whereas AlexNet, which has been used in this study, has a neural network of only 12 

layers deep. Another important design feature based on the results of Part II, is the 

implementation of a function that is able to ignore any noise or blur that are both present 

now in the original handwritten Labanotation files. On top of that, a function that could 

possibly ignore the vertical and horizontal lines, would also be desirable.  

Together these results both provide insights into how an OLR Tool would look like. 

Unfortunately, these findings from this study cannot be extrapolated to all written sym-

bol languages yet.  

8 Discussion  

8.1 Implication on theory 

  In our engineering study of Part I, we revealed three patterns concerning the applied 

machine learning algorithms: (1) the use of the feature extraction AlexNet scores the 

highest validation accuracy percentage; (2) the highest error is found in prediction the 

categories Left Forward’ and Right Forward; (3) the quality of the self-created image 

Laban dataset must be improved in order increase the accuracy. Dodge & Karam, 

(2016) established that the quality of the input that is used in the machine learning al-

gorithms solely depends on the input. The outcomes of this research enrich the design 

features of Optical Image Recognition. Furthermore, the Optical Labanotation Recog-

nition Tool adds value towards choreographers and other dancers that find it difficult 

to read and understand the Labanotation symbols.  

8.2 Implication on practice 

Our study findings highlight the importance of preserving the cultural heritage, 

mostly the dance area and making the society aware of the new possibilities with an 

Optical Image Recognition program. The Optical Image Recognition program is inter-

esting because it adds value towards choreographers and other dancers that want to 

learn and work with the written Labanotation language. The Optical Image Recognition 

program is a start towards reading all Labanotation documents automatically and give 

an output that understand this notation. Choreographers could play a large role in this, 

but also the dancers themselves and in similar developing areas may use this study to 

formulate better dance strategies for increasing the creativity for choreographers. 



8.3 Limitations  

The first limitation was not having the opportunity to use a pre-labelled dataset. We 

concluded in our research Part I and Part II that the quality of the Laban symbol images 

is extremely important in identifying the Laban symbols. The second limitation was the 

small self-created image dataset. In further research, the training samples must be 

creased to a value of 1000 Laban images. 

In our research we now only use the computer-generated files to recognize the Laban 

symbols. Since these images are computer-based and not handwritten documents, it 

could explain why the results of Part II have a low accuracy in the two handwritten 

original Labanotation files. Other factors that were not included in our study, which 

might have influenced our results in Part II, are the noise and blur segments. These 

factors are not considered at all in the fourth algorithm, and there might explain why it 

has such a low accuracy. An interesting direction for future research would be to con-

sider handwritten Labanotation files and characteristics noise in the documents. 

9 Conclusion 

The research of Part I was conducted for designing an Optical Labanotation Recog-

nition Tool that is able to identify individual Laban symbols. Three different machine 

learning algorithms were developed and evaluated based on their accuracy, recall and 

precision. The deep learning approach as a feature extraction using AlexNet scored the 

highest accuracy, with 78.4%. The results of the recall and precision evaluation metrics 

state that the highest score lies in the category Direction Left. The most errors were 

found in the predicted category Left Forward, towards the actual class Right Forward, 

facing challenges such as too many similarity issues regarding the Laban images. 

The research of Part II concerns a fourth algorithm that is able to detect multiple 

Laban symbols in one original handwritten Labanotation document, and also in two 

computer-generated Labanotation documents. Both evaluation files that are computer 

generated are having a higher accuracy than the original handwritten Labanotation doc-

ument.  

 

10 Appendix 

10.1 LabanXML 

 
<laban> 

 <attribute> 

  <time> 

   <beat>4</beat> 

  </time> 

 </attribute> 

<notation> 

 <measure num="0"> 



  <relationship type="grasp"> 

   <left> 

    <hand> 

     <bodypart>hand</bodypart> 

    </hand> 

   </left> 

  </relationship> 

 </measure> 

</notation> 

 

Figure. 7 Short piece of LabanXML code (Nakamura & Hachimura, 2006). 
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